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Rethinking compensation in light of the development of AI
Nynke E. Vellingaa,b

aSTeP Research Group, Faculty of Law, University of Groningen, Groningen, The Netherlands; bISLC, 
University of Milan, Milan, Italy

ABSTRACT  
The opacity, autonomy and complexity of AI systems can stand in 
the way of a fair and efficient allocation of risk and loss. The 
European Commission (EC) has recognized this and has 
addressed these matters in two proposals for two directives: the 
AI Liability Directive and a new Product Liability Directive. Both 
Directives address information asymmetries between parties in a 
liability claim by providing new rules on the burden of proof. In 
addition, the proposed Product Liability Directive has been 
brought ‘up-to-date’ by explicitly incorporating new technical 
developments and by ending the debate on software as a 
product. Nevertheless, the injured party might still not receive 
compensation for the damage caused by a defective AI-system. 
This gives rise to the question of whether the legal framework for 
compensation should be revised more boldly to ensure 
compensation for the damage suffered by the injured party. This 
contribution will explore such a bold approach by delving into 
compensation funds. More specifically, this contribution will 
examine how a compensation fund for damage caused by AI- 
systems can be designed as well as what its boundaries could or 
should be and what its benefits could be.

KEYWORDS  
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1. Introduction: AI, liability and compensation

Artificial intelligence (AI) offers great opportunities, but also many legal challenges. The 
development of AI systems will require new regulations and the revision of existing 
legal instruments. New safety requirements are needed to ensure only safe AI systems 
will be available to the market, and the development of for instance self-driving cars 
necessitates new traffic rules. In addition, the opacity and complexity of AI systems can 
make it challenging to assess why the system caused damage, what went wrong, and 
who should compensate the injured party for damage suffered (Abbott et al. 2019, 5; 
European Commission 2020, 10, 12-13, 15).

As will be discussed in Section 2 of this paper, current legislative efforts by the Euro-
pean Commission only partially address these challenges. Therefore, a question arises: 
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why not explore a bolder option to ensure compensation for damage caused by a defec-
tive AI system? This paper will investigate such a bolder route, by exploring the option of 
designing a compensation fund to compensate for this damage. The focus of this exercise 
will be on realizing the following recommendation to the European Commission of the 
Independent Expert Group on Ethics of Connected and Automated Vehicles (CAVs): 

Create fair and effective mechanisms for granting compensation to victims of crashes or other 
accidents involving CAVs. Clear and fair legal rules for assigning liability in the event that 
something goes wrong with CAVs should be created. This could include the creation of 
new insurance systems. These rules should balance the need for corrective justice, i.e. 
giving fair compensation to victims, with the desire to encourage innovation. They should 
also ensure a fair distribution of the costs of compensation. (Bonnefon et al.  2020, 62)

So, this recommendation sets the normative framework for this paper, in which fairness 
and effectiveness, fair distribution of costs as well as corrective justice and innovation 
are identified as key elements. This recommendation is not just relevant in relation to 
CAVs but to AI as a whole. Therefore, the main question addressed in this paper is:

Could a compensation fund provide for a balance between compensation for 
damage caused by AI systems and the innovation in the field of AI (including econ-
omic development)?

To assess this, this paper will consist of doctrinal legal research as well as normative 
theory (specifically Section 5). First, the functions of liability law will be discussed 
briefly in Section 3. Next, Section 4 explores how some existing compensation funds 
have found a balance between compensation and innovation or the economic benefits 
of a dangerous activity. Several of these funds, from different jurisdictions, are discussed. 
They have been selected on the basis of two main factors: their diversity in damage 
(environmental damage, damage to victims of criminal acts, physical injuries regardless 
of cause) and scope (i.e. specific group of injured parties). A comparative analysis will 
identify the main lessons learned from this Section, which provides input for the following 
Section 5, in which it is explored how a compensation fund for damage caused by AI 
systems could be designed. This paper will end with some policy recommendations 
(Section 6) and concluding thoughts on the option of having a compensation fund for 
damage caused by these AI systems (Section 7).

In doing so, this paper provides a novel approach to the discussion on AI liability. It 
adds to the literature by expanding the discussion from liability and insurance into the 
field of compensation funds and it goes beyond the mere mentioning of compensation 
funds as an option to proposing a framework for such a fund. It thereby aims to 
expand the discussion in this field beyond the established framework of liability and 
insurance.

2. Developments on liability and compensation

The development of AI causes legal challenges in the field of liability law, as AI’s opacity 
and complexity can prove challenging for assessing why an AI-based system caused 
damage, what went wrong, and who should compensate the injured party for damage 
suffered (Abbott et al. 2019, 5; European Commission 2020, 10, 12-13, 15). To address 
these issues, the European Commission has proposed an AI Liability Directive (European 
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Commission 2022b) and a revision of the Product Liability Directive (European Commis-
sion 2022a) (see more extensively on these developments e.g. Bratu 2023).

In case a liability claim is based on a fault liability, the proposed AI Liability Directive 
comes into play. In this proposed Directive, no rules on liability are established but 
rather the European Commission proposes rules on the burden of proof in fault-based 
liability claims (art. 3 and 4). These rules are similar to the rules on the burden of proof 
in the proposed Product Liability Directive and should help the claimant to proof either 
fault (AI Liability Directive) or defect (proposed Product Liability Directive). As described 
by De Bruyne, Dheu and Ducuing though, the injured party’s position will remain vulner-
able as the burden will remain on him to proof, for instance, his damage (De Bruyne, 
Dheu, and Ducuing 2023, 7).

In addition, the proposed Product Liability Directive would end the discussion on the 
status of software – yes, it is a product (art. 4 of the proposal) – and would provide rules on 
the burden of proof in product liability claims (art. 9). Furthermore, the proposed Product 
Liability Directive will no longer have an option for Member States to opt-out of the devel-
opment risk defence, meaning that a manufacturer held liable for damage caused by his 
defective product will always have this defence at his disposal. In the proposed Product 
Liability Directive, this defence reads: 

An economic operator referred to in Article 7 shall not be liable for damage caused by a 
defective product if that economic operator proves any of the following: (…) (e) in the 
case of a manufacturer, that the objective state of scientific and technical knowledge at 
the time when the product was placed on the market, put into service or in the period in 
which the product was within the manufacturer’s control was not such that the defectiveness 
could be discovered.

If the manufacturer invokes this defence successfully, the injured party will not be com-
pensated for his damage via the proposed Product Liability Directive. In cases where 
the national legal framework or insurance does not provide another route to compen-
sation to the injured party, he will not get compensated for the damage suffered. Such 
an outcome seems undesirable. However, the development risk defence is often seen 
as important for encouraging innovation. In other words, not having the development 
risk defence could hinder innovation, which also seems undesirable. It goes beyond the 
scope of this contribution to provide a more in-depth analysis of both the proposed 
Product Liability Directive and the AI liability Directive, here this concise description 
and identification of weaker elements of both instruments will suffice (see for an elabor-
ate analysis: De Bruyne, Dheu, and Ducuing 2023; Hacker 2023).

The proposed AI Act offers, in the version(s) available at the moment of writing, no avail 
(Council of the European Union 2023; European Commission 2021; European Parliament 
2023). It lays down, among other things, safety requirements for high-risk AI systems (Title 
III, Chapter 2). The (non-) conformity of such a high-risk AI system could be a factor taken 
into account when establishing negligence, but apart from this the AI Act seems to have 
limited consequences in the liability realm.

Case law also does not seem to provide much solutions either, as the case law of the 
Court of Justice of the EU (CJEU) is limited to liability and compensation matters that have 
been harmonised at an EU level. These consist of the current Product Liability Directive 
(Directive 85/374/EEC) and the Motor Insurance Directive (Directive 2009/103/EC). Case 
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law has provided answers to questions relating to the interpretation of certain notions of 
these instruments (see for instance concerning the PLD: CJEU 15 April 2021, Case C-65/20, 
ECLI:EU:C:2021:298 (Krone) and CJEU 5 March 2015, C-503/13, ECLI:EU:C:2015:148 (Boston 
Scientific) and relating to the MID, e.g.: CJEU 4 September 2014, C-162/13, ECLI:EU: 
C:2014:2146 (Vnuk) and CJEU 28 November 2017, C-514/16, ECLI:EU:C:2017:908 (Rodri-
gues de Andrade)), but has not seen a considerable shift in expanding the liability and 
compensation framework. National case law shows a similar development, as the scope 
the judges have in a civil law system is limited to some extent. Although there have 
been far-reaching rulings, for instance through the Dutch case law developed 100%- 
and 50%- rule on the compensation (100% for a child under the age of 14, minimum 
of 50% compensation for those over the age of 14 unless force majeure) for damages 
inflicted on a vulnerable road user by a motor vehicle (e.g. Hoge Raad 1 June 1990, NJ 
1991/720; Hoge Raad 28 February 1992, ECLI:NL:HR:1992:ZC0526), the overall framework 
as laid down in harmonised legislation and the respective national tort laws remains 
leading.

3. Functions of liability

Two of the main functions of tort or liability law are generally considered to be that of 
compensation and prevention (or deterrence).1 When it comes to the latter, the prospect 
of liability can incentivize, for instance, developers of AI systems to take precautions to 
avoid damage and liability for that damage caused by the AI system. Unreasonable risk 
should thus be prevented (Rosenberg 2002, 1880). The European Group on Tort explicitly 
acknowledged the prevention function of tort law by stating in art. 10:101 of the Prin-
ciples of European Tort Law: ‘(…) Damages also serve the aim of preventing harm’ (Euro-
pean Group on Tort Law 2005).

Tort law’s main function, however, is that of compensation as tort law strives to bring 
the injured party in the same economic position as before the harm was inflicted upon 
him (e.g. Förster 2023, RN 6-14; Van Boom 2006, 1, 2, 5). Compensation, therefore, does 
not (necessarily) have a punitive character. As discussed above, it is this function of com-
pensation that might not be fulfilled because of difficulties relating to proving a(n AI 
system’s) wrongdoing or defect. The development risk defence could also hinder com-
pensation from being achieved through liability law. It is for this reason that the option 
of a compensation fund for damage caused by (defective) AI systems is explored in this 
paper, aiming to fulfil the compensatory function of tort law.

4. Compensation funds

The idea of a compensation fund for damage suffered is not a new one, quite the contrary. 
There are already multiple functioning compensation funds across the world. Some of 
these funds – this is by no means an exhaustive list – will be discussed here to 
examine their scope, delineations and functioning to assess how a compensation fund 
for damage caused by (defective) AI systems can take shape. Two of the discussed 
funds concern mainly environmental damage (maritime pollution, nuclear damage), 
three funds that provide compensation for damage suffered in a specific event (Entschä-
digungsfonds für Schäden aus Kraftfahrzeugunfällen, Schadefonds Geweldsmisdrijven, 

4 N. E. VELLINGA



September 11th Victim Compensation Fund) and a very extensive compensation fund 
making parts of tort law obsolete (accident compensation scheme). These funds have 
in common that they have provided a balance between compensation and economic 
development (including preventing negative economic consequences) and could there-
fore provide inspiration for designing a compensation fund for damage caused by AI 
systems.

4.1. Environmental damage

4.1.1. Maritime pollution: oil pollution compensation fund
The United Kingdom’s worst oil spill, caused by oil tanker Torrey Canyon running aground 
near Cornwall (Vaughan 2017), was reason for the international community to explore 
compensation and liability regimes concerning oil spills from tankers (Chao 1996, 37– 
38; IOPC Funds n.d.; Jacobsson 1994, 378–384; Verheij 2007, 136). Two years after the 
Torrey Canyon disaster, in 1969, the International Martime Organsiation (IMO) adopted 
the Convention on Civil Liability for Oil Pollution Damage (Civil Liability Convention) 
(Jacobsson 1994, 378). This Convention lays down strict liability rules2 for the owner of 
the ship causing the oil spill.3 However, it was noted that the Civil Liability Convention 
might not provide full compensation to victims of pollution (Jacobsson 1994, 378). There-
fore, in 1971 the International Convention on the Establishment of an International Fund 
for Compensation for Oil Pollution Damage (Fund Convention) was adopted, which estab-
lished an international organization called the International Oil Pollution Compensation 
Fund (IOPC Fund) (Jacobsson 1994, 378). Protocols updated both Conventions, most dras-
tically in 1992 (Jacobsson 1994, 378).

It goes beyond the scope of this paper to delve deep into these two Conventions and 
their functioning.4 Here, only a brief description is provided against the backdrop of 
designing a compensation fund for damage caused by defective AI systems.

The Civil Liability Convention puts liability for so-called pollution damage caused by an 
oil-carrying ship with the owner of that ship, unless the damage is caused by, for instance, 
an act of war, an exceptional and inevitable natural phenomenon or the negligence or 
wrongful act of an authority responsible for the maintenance of navigational aids (art. 
III Civil Liability Convention. See also Chao 1996, 59–62, 86). This liability is therefore con-
sidered to be a strict liability (Chao 1996, 58–62; Jacobsson 1994, 379; Verheij 2007, 137). 
The owner is the person registered as such or, if no one is registered as owner, the person 
actually owning the ship (art. I(4) Civil Liability Convention). Pollution damage is defined 
as:

‘Pollution damage’ means: 

(a) loss or damage caused outside the ship by contamination resulting from the escape 
or discharge of oil from the ship, wherever such escape or discharge may occur, pro-
vided that compensation for impairment of the environment other than loss of profit 
from such impairment shall be limited to costs of reasonable measures of reinstate-
ment actually undertaken or to be undertaken;

(b) the costs of preventive measures and further loss or damage caused by preventive 
measures. (Art. I(6) Civil Liability Convention)
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Preventive measures are reasonable measures taken to prevent or minimize pollution 
damage and include clean-up and restauration (art. I(7) Civil Liability Convention). Per-
sonal injury is compensable under the Civil Liability Convention, but this is not the 
case for exposure to health risks or anxiety (Verheij 2007, 138). Damage to property 
also falls within the scope of the Civil Liability Convention (Verheij 2007, 138). Those 
who suffer the pollution damage or have taken preventive measures are entitled to com-
pensation under this Convention (Verheij 2007, 138). The Civil Liability Convention has a 
limited territorial scope:
This Convention shall apply exclusively: 

(a) to pollution damage caused: 
(i) in the territory, including the territorial sea, of a Contracting State, and

(ii) in the exclusive economic zone of a Contracting State, established in accordance 
with international law, or, if a Contracting State has not established such a zone, 
in an area beyond and adjacent to the territorial sea of that State determined by 
that State in accordance with international law and extending not more than 200 
nautical miles from the baselines from which the breadth of its territorial sea is 
measured;

(b) to preventive measures, wherever taken, to prevent or minimize such damage. (Art. II 
Civil Liability Convention)

The IOPC Fund, established by the Fund Convention, is complementary to the Civil 
Liability Convention as it provides for supplementary compensation (Fund Convention 
Preamble and art. 2; Chao 1996, 76; Jacobsson 1994, 379; Verheij 2007, 141). It applies 
to pollution damage in the territory (including the territorial sea) of a Contracting State 
and in the exclusive economic zone of that state and it applies to preventive measures 
regardless of where these measures were taken (art. 3 Fund Convention). In short, the 
fund pays compensation to any person for pollution damage suffered if this person has 
been unable to get full compensation under the Civil Liability Convention because no 
liability has arisen from this Convention, the liable ship owner is financially unable to 
pay compensation or the damage exceeds what the owner is liable for (art. 4(1) Fund Con-
vention). If the person suffering damage is unable to prove his damage resulted from an 
incident involving one or more ships or the pollution damage has been caused by, for 
instance, an act of war, the Fund does not have to compensate for this damage (art. 4 
(2) Fund Convention).5 When the person suffering the pollution damage has contributed 
or caused the damage by his own act or omission or negligence, the Fund ‘may be exon-
erated wholly or partially from its obligation to pay compensation to such person’ (art. 4 
(3) Fund Convention). In addition, the Fund Convention sets out, among other things, 
limitations to the aggregated amount of compensation and a limitation period (art. 4 
(4), art. 4(5) and art. 6 Fund Convention; Jacobsson 1994, 380 on limits of compensation).

In art. 10 of the Fund Convention, the rules on the contributions to the Fund are laid 
out:

Annual contributions to the Fund shall be made in respect of each Contracting State by 
any person who, in the calendar year referred to in Article 12, paragraph 2(a) or (b), has 
received in total quantities exceeding 150,000 tons: 
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(a) in the ports or terminal installations in the territory of that State contributing oil 
carried by sea to such ports or terminal installations; and

(b) in any installations situated in the territory of that Contracting State contributing oil 
which has been carried by sea and discharged in a port or terminal installation of a 
non-Contracting State, provided that contributing oil shall only be taken into 
account by virtue of this sub-paragraph on first receipt in a Contracting State after 
its discharge in that non-Contracting State. (art. 10(1) Fund Convention)6

Thereby, those benefitting from oil transport via the sea – oil companies – bear the 
financial burden of the Fund (Chao 1996, 54, 76ff). Chao explains that the value of 
150,000 tonnes has the effect that the main contributors to the fund are the major oil 
companies (Chao 1996, 96). As Jacobsson describes, ‘Contributing oil is counted for con-
tribution purposes each time it is received at ports or terminal installations in a Fund 
member State after carriage by sea’ (Jacobsson 1994, 380). Therefore, the place of 
loading of the oil into the ship is irrelevant (Jacobsson 1994, 380–381). The Contracting 
States has to report to the Fund all parties in its territory that are required to contribute 
to the Fund (art. 15 Fund Convention, see also art. 14 Fund Convention).

4.1.2. Compensation for Nuclear Damage
Besides the International Oil Pollution Compensation Fund, there are more ways to com-
pensate for environmental damage. For instance, there are multiple international legal 
instruments governing liability and compensation in case of nuclear damage. Here, the 
focus lies on two of the instruments developed under the auspices of the International 
Atomic Energy Agency: the Vienna Convention on Civil Liability for Nuclear Damage 
(hereinafter: Vienna Convention) and the Convention on Supplementary Compensation 
for Nuclear Damage.7 In brief, the Vienna Convention outs a strict liability for nuclear 
damage caused by a nuclear incident with the operator of a nuclear installation (art. II 
Vienna Convention). The operator of a nuclear installation is the person who is designated 
or is being recognized as such by the Installation State (art. I(1)(c) Vienna Convention; see 
art. I(1)(d) Vienna Convention for the definition of ‘installation state’). Nuclear damage 
includes the loss of life, personal injury and loss of or damage to property (art. I(1)(k) 
Vienna Convention).

As follows from art. I A of the Vienna Convention, is the Vienna Convention in principle 
applicable to nuclear damage irrespective of where the damage was suffered (Borre 2007, 
284). The operator is obliged to take out insurance that covers his liability for nuclear 
damage, but the Vienna Convention does offer the possibility for the Installation State 
to limit the amount to which the operator can be held liable (art. VII, art. V Vienna Con-
vention; Borre 2007, 284–285). Art. V(1) Vienna Convention requires public funds to be 
made available to ensure coverage up to a certain amount (Borre 2007, 287). The 
persons suffering nuclear damage ‘may enforce their rights to compensation without 
having to bring separate proceedings according to the origin of the funds provided for 
such compensation’ (art. V B Vienna Convention). The Convention on Supplementary 
Compensation for Nuclear Damage supplements both the compensation schemes of 
the Vienna Convention and of the Paris Convention on Third Party Liability in the Field 
of Nuclear Energy (designed under the auspices of the Nuclear Energy Agency, not 
further discussed here), as well as national law which complies with certain provisions 
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of the Annex of this Convention (art. II(1) Convention on Supplementary Compensation 
for Nuclear Damage). Installation States have to make funds available for compensation 
in respect of nuclear damage per nuclear incident and Contracting Parties have to contrib-
ute a certain amount to an international fund (art. III, art. IV Convention on Supplementary 
Compensation for Nuclear Damage; Borre 2007, 291–293).

Although this differs substantially from a compensation fund like the IOPC Fund dis-
cussed above, one could argue that the public funds made available and the international 
fund to which Contracting Parties to the Convention on Supplementary Compensation for 
Nuclear Damage have to contribute, have a similar function to a compensation fund, as 
they ensure the (full) compensation of damage suffered. Instead of having private 
parties contributing to a compensation fund and thereby collectively bearing the 
financial burden of liability and compensation, here it is the Installation State sharing in 
that burden. This is an option that should be considered when designing a compensation 
fund for damage caused by AI systems.

4.2. Victim compensation funds

Next to the funds discussed above concerning environmental disasters and the regime 
under the Vienna Convention concerning nuclear damage, there are also compensation 
funds that under specific circumstances cover damage caused to a victim of a road 
traffic accident, the victim of a violent crime and damage caused to a victim in a 
specific damaging event. Three examples are discussed below, before exploring a com-
pensation fund with a very extensive coverage in the next section.

4.2.1. Road traffic accidents
Next to a framework for compulsory motor vehicle insurance, EU Member States are 
required by the EU Motor Insurance Directive (Directive 2009/103/EC) to set up or auth-
orize a body with compensation for damage caused by an unidentified vehicle or a 
vehicle that was not insured (art. 3, 10 Motor Insurance Directive). This body should 
provide compensation within the limits of what the mandatory insurance would other-
wise have covered (art. 10 Motor Insurance Directive).

For providing this compensation, Germany has developed the Entschädigungsfonds für 
Schäden aus Kraftfahrzeugunfällen, a guarantee or compensation fund (§12 Gesetz über 
die Pflichtversicherung für Kraftfahrzeughalter (Pflichtversicherungsgesetz); Verordnung 
über den Entschädigungsfonds für Schäden aus Kraftfahrzeugunfällen; Schneider 2020, 
Rn 86-93). This fund provides compensation for personal injury, damage to property 
and other financial losses caused by the use of a vehicle (§1 Pflichtversicherungsgesetz: 
‘(…) durch den Gebrauch des Fahrzeugs verursachten Personenschäden, Sachschäden 
und sonstigen Vermögensschäden (…)’) if, for instance, the vehicle causing damage 
cannot be identified, there was no mandatory insurance taken out or the mandatory 
insurance does not cover compensation for the damage suffered (e.g. in case of intent 
by the driver)(§12 Abs. 1 Pflichtversicherungsgesetz). Contributions to the fund are 
being made by, among others, the insurance companies. The amount contributed is 
being assessed by taking into account their share in the total stock of vehicles and the 
type of these vehicles (§13 Abs. 1 Pflichtversicherungsgesetz). This way, the injured 

8 N. E. VELLINGA



party will not remain without compensation for the damage suffered, and the compen-
sation costs are being spread out over a number of insurers.

4.2.2. Violent crimes
An example of a compensation fund in the context of violent crimes can be found 
in, among other countries, the Netherlands: the Schadefonds Geweldsmisdrijven 
(translated: violent crime claims fund). The Schadefonds Geweldsmisdrijven is established 
by the Wet schadefonds geweldsmisdrijven (violent crime claims fund act) (hereinafter: 
WSG) (art. 1 WSG). Individuals are eligible for benefits from the fund when they, for 
instance, have suffered serious physical injury or mental injury as a result from an 
intentionally committed violent crime within the Netherlands (art. 3 lid 1 sub a WSG). 
Relatives and loved ones can also be eligible for a payment from the fund if the person 
has suffered permanent physical injury or has died as a result of the crime (Art. 3 lid 1 
sub c, art. 3 lid 2 WSG). A committee decides upon a request on whether and to what 
amount compensation will be paid from the fund (art. 8 WSG; Schadefonds 
Geweldsmisdrijven (n.d.b). The amount of the payment will be determined on a fair 
and reasonable basis and will not exceed the damage suffered (Art. 4, 6 WSG). The Scha-
defonds Geweldsmisdrijven provides a list of injuries, indicating their severity and the 
maximum height of the payment (Schadefonds Geweldsmisdrijven 2022). A payment is 
made on the condition that the damage has not and will not be compensated by 
other means (e.g. a civil liability claim) (art. 6 lid 2 WSG). The Schadefonds Geweldsmisdrij-
ven receives funding from the Dutch Ministry of Justice and Security (Schadefonds 
Geweldsmisdrijven (n.d.a); in criminal proceedings, a judge can impose a compensation 
measure on the suspect, which benefits the State (art. 36f Wetboek van Strafrecht)). 
The Schadefonds Geweldsmisdrijven is thereby an example of a compensation fund 
that is funded by the government.

4.2.3. Terrorist attack
On September 11th, 2001, terrorists caused two aeroplanes to crash into the Twin Towers 
in New York City (USA) and one aeroplane into the Pentagon (Arlington, Virgina, USA), a 
fourth aeroplane crashed near Shanksville, Pennsylvania (USA) (Schemann 2001). Almost 
3,000 people lost their lives in the attacks, many more were injured (911 Memorial and 
Museum n.d.). In order to protect the airline industry, the US Congress established the 
September 11th Victim Compensation Fund less than two weeks after the attacks (Acker-
man 2005, 143). When registering for compensation from the fund, one has to waive their 
right to file a civil action: 

When you submit a VCF claim, you waive your right to file a civil action (or to be a party to an 
action) in any federal or state court for damages sustained as a result of the terrorist- related 
aircraft crashes of 9/11, or for damages arising from or related to debris removal. (September 
11th Victim Compensation Fund n.d.)

Diller describes how this Fund through this waiver substitutes the tort system and pro-
tects the airline industry (Ackerman 2005, 145; Campbell 2002, 56–59; Diller 2003, 721, 
723). Those deciding not to claim from the Fund but file a civil action had to deal with 
several limitations in order to protect the airline industry (no claims were allowed 
above the amount covered by the airline’s insurance) and other parties involved (like 
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New York City) (Ackerman 2005, 145). The Fund strives for full compensation of the 
victims (Ackerman 2005, 145–146; Diller 2003, 720). Ackerman summarizes the core pro-
visions of the September 11th Victim Compensation Fund: 

Those who had suffered physical injury and families of those who had died in the attacks on the 
World Trade Center, the Pentagon, and in the crash of United Airlines Flight 93 near Shanksville, 
Pennsylvania would be entitled to compensation on a no-fault basis. (Ackerman 2005, 144)

For those injured in the attacks, there is a list of conditions that are presumptively covered 
by the Fund (September 11th Victim Compensation Fund n.d.). This list includes con-
ditions like mesothelioma, and other types of cancer, musculoskeletal disorders, acute 
traumatic injuries, respiratory disorders, and so on. Mental illness without any physical 
injury is not compensable under the September 11th Victim Compensation Fund (Sep-
tember 11th Victim Compensation Fund n.d.; Campbell 2002, 59). A ‘Special Master’ 
decides, among other things, on the extent of the harm (including non-economic 
losses) and the amount of compensation that is to be awarded (Ackerman 2005, 144; 
Campbell 2002, 59–60).

4.3. Other compensation funds

The discussed compensation funds are by no means all compensation funds available. 
This serves merely as an indication of what type of compensation funds are out there 
and what there conditions, requirements and limitations are, so as to provide inspiration 
for designing a (hypothetical) compensation fund for damage caused by AI systems. One 
fund that should therefore also be discussed here is the very extensive accident compen-
sation scheme in 1974 in New Zealand (Connell 2019, 499–500; Howell, Kavanagh, and 
Marriott 2002, 138–142).

Five elements are central to this accident compensation scheme: community respon-
sibility, comprehensive entitlement, complete rehabilitation, real compensation and 
administrative efficiency (Woodhouse et al. 1967, 39; section 3 ACC). O’Sullivan and 
Tokeley summarise: ‘The scheme is based on the philosophy that accidents will always 
happen and society as a whole should be responsible for compensating those who 
suffer personal injury or death by accident’ (O’Sullivan and Tokeley 2018, 212). The 
current Accident Compensation Act (hereinafter: ACC) stems from 2001. It allows for 
the compensation of personal injury (not damage to property) suffered in New Zealand 
on a no-fault basis (section 20 sub 1 ACC). Personal injury is described as:
Personal injury means – 

(a) the death of a person; or
(b) physical injuries suffered by a person, including, for example, a strain or a sprain; or
(c) mental injury suffered by a person because of physical injuries suffered by the person; 

or
(d) mental injury suffered by a person in the circumstances described in section 21; or 

(da) work-related mental injury that is suffered by a person in the circumstances 
described in section 21B; or
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(e) damage (other than wear and tear) to dentures or prostheses that replace a part of 
the human body. (Section 26 sub 1 ACC, see also section 21 ACC on mental injury 
caused by certain criminal acts)

Personal injury caused in, among other cases, the following circumstances is covered by 
the ACC: 

(a) personal injury caused by an accident to the person: (…)
(d) personal injury that is a consequence of treatment given to the person for another 

personal injury for which the person has cover:
(e) personal injury caused by a work-related gradual process, disease, or infection 

suffered by the person: (...)
(f) personal injury caused by a gradual process, disease, or infection that is a treatment 

injury suffered by the person: (...)
(g) personal injury caused by a gradual process, disease, or infection consequential on 

personal injury suffered by the person for which the person has covered: (...)
(h) personal injury caused by a gradual process, disease, or infection consequential on 

the treatment given to the person for personal injury for which the person has 
covered: (...)

(i) personal injury that is a cardiovascular or cerebrovascular episode that is a treatment 
injury suffered by the person: (…). (Section 20 sub 2 ACC. See section 25 of the ACC for 
a definition of ‘accident’)

The damage suffered, including entitlements of spouses and children of a person who 
died as a result of personal injuries (section 63 of ACC), is compensated by a fund, to 
which a number of parties contribute. Levies are being paid by, for instance, employers, 
workers and motor vehicle users (part 6 of the ACC). The levies are linked to risks (Connell 
2019, 508), as for instance the person who drives more has to contribute more to the ACC 
via fuel tax (section 214 sub 4 ACC). This way, tort law has been set aside with regards to 
personal injury covered by the fund (Section 317 ACC; Connell 2019, 499–500). As O’Sul-
livan and Torkeley emphasise: ‘The no-fault foundation of the scheme means that citizens 
are barred from suing an at-fault party for compensatory damages for personal injury’ 
(O’Sullivan and Tokeley 2018, 215). Whether a compensation fund for damage caused 
by an AI system should also go this far, remains to be seen. Below some options will 
be explored on what a compensation fund for damage caused by AI systems could 
look like, taking inspiration from the ACC and the other compensation funds discussed 
above.

5. A compensation fund for damage caused by AI-systems

5.1. Purpose and aim of a compensation fund

A compensation fund for damage caused by AI systems could have several aims, just as 
the compensation funds discussed above. Repeating elements of those funds, however, 
are full compensation and distribution of the responsibilities/risks involved. In other 
words: those suffering damage should be fully compensated by a community of 
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stakeholders (or society as a whole; this will be discussed below) so as to spread the liab-
ility risks out over more than just a singular stakeholder. This could then serve the aims of 
fairness and effectiveness, fair distribution of costs as well as corrective justice and inno-
vation, as identified above as key elements for a compensation scheme.

Full compensation needs little elaboration, as it is one of the main functions of tort law. 
An injured party should be compensated for his damage, so as to put him (as much as 
possible, as not all damage is reversible) in the situation he was in before he suffered 
the damage. All compensation funds discussed above support this aim; extra instruments 
have been developed to ensure full compensation for environmental damage suffered. 
An activity that benefits society – eminently the case with sea transport of oil and the pro-
duction of nuclear energy – but exposes individuals to the risk of damage should be 
balanced out by full indemnification of those suffering the negative consequences of 
the realisation of those risks.

Full compensation requires payment of that compensation by actors involved. 
However, having one actor or stakeholder paying compensation for an activity that 
benefits society as a whole might not be suitable. Why does only one stakeholder have 
to carry this burden if his colleague-stakeholders also reap the benefits of participating 
in the specific potentially damaging activity (sea transport of oil, development of 
nuclear energy, taking part in road traffic, etc.)? Community responsibility or the distri-
bution of liability risks could spread the costs over all parties involved. The Woodhouse 
Report on the ACC describes community responsibility (here in relation to the work 
force) as follows: 

If the well-being of the work force is neglected, the economy must suffer injury. For this 
reason the nation has not merely a clear duty but also a vested interest in urging forward 
the physical and economic rehabilitation of every adult citizen whose activities bear upon 
the general welfare. This is the plain answer to any who might query the responsibility of 
the community in the matter. Of course, the injured worker himself has a moral claim, and 
further a more material claim based upon his earlier contribution, or his readiness to contrib-
ute to the national product. But the whole community has a very real stake in the matter. 
There is nothing new in this idea. It is something which for 30 years in New Zealand has 
been recognised for every citizen in the country in the area of medical and health services. 
(Woodhouse et al. 1967, 20)

This does not only spread the costs between those reaping benefits from the risk involved 
in a potentially damaging activity or development (here: the use of an AI system), it can 
also contribute to the likelihood of full compensation: an injured party does not suffer the 
financial consequences of a bankrupt liable stakeholder or of a liable stakeholder that 
cannot be identified. The latter is similar to, for instance, the Entschädigungsfonds für 
Schäden aus Kraftfahrzeugunfällen. The spreading of the liability risks is a strong 
element we have seen in the overview of the OIPC fund. And just as with the fund for cov-
ering nuclear damage suffered, there is a strong case to be made for the use of AI in 
society just as there is for the production of nuclear energy. As described by O’Sullivan 
and Tokeley in relation to the ACC (see for a proposed AI ACC-type no-fault social insur-
ance financed from general tax revenues in the context of the United States: Yoshikawa 
2019. See for a compensation fund for damage caused by automated vehicles: Schroll 
2015; Vellinga 2022, 67–69.), accidents will always happen and society as a whole 
should be responsible for compensating those who suffer personal injury or death by 

12 N. E. VELLINGA



accident (O’Sullivan and Tokeley 2018, 212). Adding to this: it is society as a whole that 
benefits from the development of AI systems, so the negative consequences should 
also be distributed over society (or at least over part of society). This would also justify 
the distribution of the liability risks over stakeholders (or a society as a whole) contribut-
ing to the fund and the protection of the injured party by ensuring full compensation 
through the fund. Therefore, two key elements of the design of a compensation fund 
for damage caused by AI are: 

. community responsibility

. full compensation

With this in mind, we can now start drafting the requirements and conditions for the 
hypothetical fund further, and explore whether this fund could find a balance between 
compensation and innovation in relation to AI.

5.2. Definitions and delineation

5.2.1. AI system
This contribution started with the European Commission’s proposals for an AI Liability 
Directive and a revision of the Product Liability Directive. However, this is not all when 
it comes to legislative proposals concerning technologies like AI: already in 2021 the Com-
mission has proposed the so-called AI Act (European Commission 2021), which has 
recently been agreed upon but no official text of the agreed version was available at 
the moment of writing. It does seem clear, however, that this proposed regulation will 
contain, among other things, requirements for AI systems depending on their risk level. 
It could therefore be compelling to align the compensation fund with the proposed AI 
Act and its EU-wide scope. Consequently, adopting the same definition for AI system 
would be the most logical. This reads: 

An AI system is a machine-based system designed to operate with varying levels of autonomy 
and that may exhibit adaptiveness after deployment and that, for explicit or implicit objectives, 
infers, from the input it receives, how to generate outputs such as predictions, content, 
recommendations, or decisions that can influence physical or virtual environments.8

The definition of AI systems is likely to cover a wide range of systems. This could be taken 
as a starting point for the compensation fund, but it could make the compensation fund 
too broad: to have damage caused by every AI system under the definition provided by 
the AI Act covered by the compensation fund risks to be deemed too excessive. There 
might be a disconnect between the relatively low safety requirements from the AI Act 
for a specific AI system and the contributions to and compensation by the fund. Paying 
contributions to the fund and the risks involved in bringing the AI system to the 
market or using the system must be balanced as otherwise innovation could be discour-
aged. That is not the point of the fund.

The scope of the fund could be limited by choosing to only cover damage caused by a 
high-risk AI system. This ties in with the stringent requirements the AI Act is expected to 
set for these high-risk AI systems and also conveys that although the AI systems might be 
high-risk, there is still a societal benefit from these systems. Community responsibility 
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would then lead to the distribution of the liability risks involved. A high-risk AI system is 
described in art. 6 of the AI Act as it stands at the moment of writing: 

1. Irrespective of whether an AI system is placed on the market or put into service inde-
pendently from the products referred to in points (a) and (b), that AI system shall be 
considered high-risk where both of the following conditions are fulfilled: 

(a) the AI system is intended to be used as a safety component of a product, or the AI 
system is itself a product, covered by the Union harmonisation legislation listed in 
Annex II;

(b) the product whose safety component pursuant to point (a) is the AI system, or 
the AI system itself as a product, is required to undergo a third-party conformity 
assessment, with a view to the placing on the market or putting into service of 
that product pursuant to the Union harmonisation legislation listed in Annex II;

2. In addition to the high-risk AI systems referred to in paragraph 1, AI systems referred to 
in Annex III shall also be considered high-risk. 
2a. By derogation from paragraph 2 AI systems shall not be considered as high risk if 

they do not pose a significant risk of harm, to the health, safety or fundamental 
rights of natural persons, including by not materially influencing the outcome of 
decision making. (…)9

Annex III lists, among other things, AI systems using biometrics, AI systems used as safety 
components in the management and operation of critical infrastructure and in recruit-
ment as high-risk.10 For reasons of consistency, it would be logical to link the compen-
sation fund to the AI Act and this framework of definitions. New definitions would only 
convolute matters unnecessarily.

5.2.2. Defining damage
For the compensation fund covering damage caused by AI systems to function properly, it 
is necessary to establish a definition of the notion of ‘damage’. Here, the AI Act remains 
silent, as it is an instrument aimed at preventing damage to occur in the first place. The 
proposed AI Liability Directive also does not define damage, which it leaves up to the 
national legislators. The European Commission, however, has proposed a definition of 
damage in the proposed Product Liability Directive:

‘damage’ means material losses resulting from: 

(a) death or personal injury, including medically recognised harm to psychological 
health;

(b) harm to, or destruction of, any property, except: 
(i) the defective product itself;

(ii) a product damaged by a defective component of that product;
(iii) property used exclusively for professional purposes;

(c) loss or corruption of data that is not used exclusively for professional purposes; (…) 
(Art. 4(6) European Commission 2022a)

The definition clearly shows that the proposed Product Liability Directive has a strong 
consumer protection purpose. This is not so much the case for the compensation fund. 
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Like with many of the compensation funds discussed above, the scope of this 
compensation fund for damage caused by a high-risk AI system could be limited to per-
sonal and mental injury, leaving the compensation of damage to property up to tort law. 
By focusing on personal and mental injuries, this does justice to the negative impact this 
type of damage can have on society in the form of high societal costs (due to healthcare 
required, absence from work, etc.) (see for instance Gaskins 2010, 37–40). This also avoids 
lengthy discussions on property damage slowing down the process of getting 
compensated by the fund. In addition, lists of compensable personal and mental injury, 
like the list of conditions that are presumptively covered by the September 11th Victim 
Compensation Fund, could prove beneficial in the efficient handling of claims and would 
provide legal certainty. Whether the loss or corruption of data should be compensated 
by the fund requires more clarity on what this type of damage actually entails and what 
challenges it poses.

Summarising, this would lead to the following definition for damage covered by the 
compensation fund for damage caused by AI systems: ‘damage’ means material losses 
resulting from the death or personal injury, including medically recognised harm to 
psychological health. It should be noted that personal injury caused by a high-risk AI 
system needs to be reported under art. 62 of the proposed AI Act, as this would be a 
‘serious incident’ (art. 3 AI Act). The link with EU (proposed) legislation therefore 
remains, but the scope of the fund is limited to personal and mental injury.

5.2.3. Defective or dangerous?
The proposed Product Liability Directive as well as the current Product Liability Directive 
(Directive 85/374/EEC) both centre around the notion of ‘defect’ or ‘defectiveness’: only 
when a defective product has caused damage, does the Directive applies (Art. 1 
Product Liability Directive; art. 5 European Commission 2022a). Should this prerequisite 
also apply to the compensation fund designed here?

In order to establish whether a product – which includes software under the proposed 
Product Liability Directive (art. 4(1) European Commission 2022a) – is defective one needs 
to establish whether the product, the high-risk AI system, does not provide the safety 
which the public is entitled to expect, taking all circumstances into account (Art. 6(1) 
Product Liability Directive; art. 6(1) European Commission 2022a). These expectations 
might not only be difficult to establish but also proving the defect can subsequently 
be even more challenging. So much so, that the European Commission has included 
rebuttable presumptions on the defectiveness of a product in its proposal for the revision 
of the product liability regime (Art. 9(1) European Commission 2022a).

These difficulties could prove an important delaying factor in the payment of compen-
sation from the fund. To ensure the efficient functioning of the fund and to ensure the 
(relatively) quick compensation of personal and mental injury suffered, it therefore 
seems best not to limit the fund to damage caused by defective high-risks AI systems.

The same applies to the notion of dangerous products from the General Product Safety 
Directive (Directive 2001/95/EC). This Directive states that a product is dangerous when it is 
not a safe product (art. 2(c) General Product Safety Directive). ‘Safe product’ is defined as: 

(…) any product which, under normal or reasonably foreseeable conditions of use including 
duration and, where applicable, putting into service, installation and maintenance 
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requirements, does not present any risk or only the minimum risks compatible with the pro-
duct’s use, considered to be acceptable and consistent with a high level of protection for the 
safety and health of persons, taking into account the following points in particular: (…) (Art. 2 
(b) General Product Safety Directive)

Assessing what is ‘normal’, ‘reasonably foreseeable’, or ‘acceptable and consistent’ is 
going to be challenging and can thereby delay the process of compensating those 
suffering the personal or mental injury. Therefore, the fund as explored here would not 
require the damaging high-risk AI system to be deemed ‘dangerous’ within the 
meaning of the General Product Safety Directive.

This gives us a rough outline of the fund: it covers losses resulting from personal and 
mental injuries caused by a high-risk AI system. The next step is to establish which parties 
should contribute to the fund.

5.2.4. Contributors to the fund
When it comes to designing a compensation fund for damage caused by AI systems, the 
contributors to the fund should have a position in which they benefit from the risks involved 
and in which they are able to (best) address potential risks just as with some of the compen-
sation funds discussed above (IOPC, ACC) (see also European Commission 2020, 22 in 
relation to ‘addressees of the legal requirements that would apply in relation to the high- 
risk AI applications’). As these contributors would be able to address the risk, they are 
likely to be in a position to exert some control over that risk. Consequently, they could 
reduce the risks involved. Therefore, putting the financial burden on the shoulders of 
these contributors seems logical – they are the ones that in the end are best able to keep 
the risks at bay and could be potentially receptive to this financial incentive to limit risk if 
possible. In addition, they might also benefit from the risks involved by developing and 
selling the high-risk AI system for instance. So, these contributors could be those involved 
in developing the software, selling the high-risk AI system, or the users of the AI system. 
More importantly though, those parties responsible for ensuring the high-risk AI system is 
in conformity with safety regulation will have considerable influence and control over the 
risks this AI system might pose. Here again, we can link to the proposed AI Act and its ter-
minology, as the proposed Act states which parties are responsible for the conformity of AI 
systems with the safety requirements for high-risk AI systems that are laid down in the AI Act. 
These parties are the providers of (high-risk) AI systems: 

‘provider’ means a natural or legal person, public authority, agency or other body that devel-
ops an AI system or a general purpose AI model or that has an AI system or a general purpose 
AI model developed and places them on the market or puts the system into service under its 
own name or trademark, whether for payment or free of charge11

The proposed AI Act applies to these providers, irrespective of whether they are estab-
lished within the European Union or elsewhere (art. 1, recital 53 and 54 AI Act). For a com-
pensation fund, this would mean that providers who place their AI systems on the market 
or put it into service under the provider’s name or trademark will have to contribute to the 
fund. Providers can offset their costs by charging higher prices for (the use of) their high- 
risk AI systems. Thereby, users indirectly support the fund which is desirable as users, too, 
benefit from the use of the high-risk AI system. This also means that those who produce 
and use more high-risk AI systems will pay a higher share of the fund than those who 
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produce and use fewer of these systems. The contributions paid therefore are linked to 
risks involved. In addition, this ties in with the community responsibility for damage 
caused by high-risk AI systems. As accidents will happen and society as a whole 
benefits from high-risk AI systems, it is justified to let society as a whole contribute to 
the fund for compensating the damage these systems cause.

Of course, not all providers of high-risk AI systems will be based in the EU. When a pro-
vider is based outside of the EU, the distributor of the high-risk AI system should take care 
of the contribution to the fund instead of the provider. This, again, is linked to the pro-
posed AI Act: it is the distributor (art. 3 AI Act) that has to ensure that the provider 
based outside of the EU has designed his high-risk AI system in conformity with the AI 
Act. If this is not the case, the distributor should refrain from bringing the system onto 
the EU market (art. 27 AI Act). He has therefore also some control over the risks involved.

So, the designed compensation fund for damage (personal injury, mental injury) 
caused by high-risk AI systems (as defined by the proposed AI Act) is contributed to by 
either the provider or the distributor of the system.

5.2.5. Who can claim from the fund?
This brings us to the question of whom can claim compensation from the fund. Of course, 
those who have suffered a personal injury or mental injury should be able to claim from 
the compensation fund designed here. But what happens when the personal injury has 
resulted in the death of the injured person?

As we have seen above, for example, the Schadefonds Geweldsmisdrijven is open to 
claims from loved ones and relatives of the deceased and some entitlements for spouses 
and children of the deceased arise from the ACC (Art. 3 lid 1 sub c WSG; Section 63 of 
ACC). It seems reasonable to do the same for the compensation fund for damage 
caused by a high-risk AI system. This requires an exhaustive list of the relatives and 
loved ones who have a claim under the compensation fund. Children and spouses and 
those to whose livelihood the deceased contributed will likely be on that list. The question 
whether the parents of the deceased or other parties would have a claim needs further dis-
cussion and consideration. This goes beyond the scope of this contribution.

5.2.6. An assessment committee
Under the September 11th Victim Compensation Fund a Special Master decides on claims 
(Ackerman 2005, 144; Campbell 2002, 59–60), and under the Schadefonds Geweldsmisdrij-
ven a committee is asked to decide on the claims for compensation (art. 8 WSG; Schade-
fonds Geweldsmisdrijven n.d.a). Where the Special Master is an individual, the 
Schadefonds Geweldsmisdrijven committee consists of a panel of either one individual 
(the so-called enkelvoudige kamer) or a panel of at least three individuals (meervoudige 
kamer) that decides on the claims (art. 8 lid 2 WSG). A compensation fund as designed 
here might face straight-forward claims for, for instance, personal injuries listed in the list 
of compensable injuries. For these claims, a panel of only one individual having to 
decide on the claim should be sufficient. However, in case of a more complex claim, 
having a panel of three individuals deciding on it seems a more diligent way to proceed.
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5.3. The consequences of tort law

All of the above leaves us with an important question: what about tort law? In relation to 
damage caused by high-risk AI systems, tort law does not become obsolete. Compensation 
for material damage, including pure economic loss, would still be governed by tort law. This 
means that the Product Liability Directive and its proposed successor as well as the pro-
posed AI Liability Act and national tort law will remain relevant in the context of AI. Only 
when it concerns personal injury and mental injury will the fund provide compensation. 
Besides, it could be considered to give the fund the opportunity to seek redress for the com-
pensated damage. Tort law would be applicable to such a claim. This would also uphold the 
two main functions, compensation and prevention, of tort law.

6. Policy recommendations

As the EU is making considerable progress in the regulation of AI, this seems to be the 
prime moment to also explore a compensation fund as mapped out in the previous 
section. The AI Act could, depending on its definitive form, provide essential safety 
requirements for high-risk AI system, thereby ensuring that no one is exposed to an unac-
ceptable high risk of damage. If damage does occur, the proposed AI Liability Directive 
would enable the injured party to navigate the burden of proof challenges better, but 
especially when it concerns personal injury the question remains whether such a 
helping hand is enough given the severity of the infringement. A compensation fund 
could provide a fairer balance in this, compensating the injured party without all the chal-
lenges that a liability claim holds. Therefore, policymakers should now explore a compen-
sation fund in light of the development of AI further, as it could be a pivotal addition to 
the EU AI legislative framework.

7. Concluding remarks

This contribution started with the question Could a compensation fund provide for a 
balance between compensation for damage caused by AI systems and the inno-
vation in the field of AI (including economic development)?

By first establishing the challenges the current legal framework poses and the short-
comings that are not resolved by new legislative proposals by the European Commission, 
the functions of liability were outlined. The recommendation of the European 
Commission of the Independent Expert Group on Ethics of Connected and Automated 
Vehicles served as a normative yardstick in which fairness and effectiveness, fair 
distribution of costs as well as corrective justice and innovation were key elements. 
With this framework at hand, several existing compensation funds have been discussed 
in order to identify lessons learned from the approaches followed. These lessons have 
led to a new compensation fund design, that could provide a balance between 
compensation for damage caused by AI systems and innovation in the field of 
AI (including economic development).

This compensation fund would cover losses from personal injury and mental injury 
caused by high-risk AI systems. In the design, elements have been linked to proposed 
EU legislation, more specifically the AI Act, thereby ensuring a unified legal framework. 
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The scope of the compensation fund would be limited to losses resulting from personal 
injury and mental injury.

In relation to these losses, the compensation fund as designed here could strike a fair 
and effective balance between innovation and compensation. It could ensure full com-
pensation and community responsibility for the damage suffered, avoiding an injured 
party to have to bear the development risk of a development that benefits society as a 
whole. This might also contribute to the acceptance of high-risk AI systems, as well as 
provide providers and distributors of these systems with legal certainty on their liability 
risks, thereby serving innovation.

Whether, however, these effects will actually be achieved by the compensation fund as 
set out in this contribution requires more research. For instance, a law and economics 
study should establish which incentives the compensation fund provides and if this 
would indeed be a way to encourage innovation. Any unintended effects of the fund – 
especially any potentially negative impact on the prevention of damage (one of the 
main functions of tort law) – should be mapped out and the fund’s feasibility requires 
further study. This contribution is therefore merely a starting point for further research 
and discussion on this topic, it could be considered a first step in reaching that balance 
between ensuring compensation and encouraging innovation. Nevertheless, a compen-
sation fund for damage caused by high-risk AI systems deserves further consideration 
by scholars and policymakers alike.

Notes

1. The notions of ‘tort’ and ‘liability’ are used in this article to indicate extra-contractual liability 
excluding agency without authority and unjust enrichment. See Van Dam (2013), 101–102.

2. Compulsory insurance can be required, see art. VII Civil Liability Fund.
3. https://www.imo.org/en/About/Conventions/Pages/International-Convention-on-Civil-Liability- 

for-Oil-Pollution-Damage-(CLC).aspx#:~:text=International%20Convention%20on%20Civil 
%20Liability%20for%20Oil%20Pollution%20Damage%20(CLC),-Home&text=The%20Civil%20 
Liability%20Convention%20was,casualties%20involving%20oil%2Dcarrying%20ships.

4. See more extensively for instance Chao (1996); Jacobsson (1994); Verheij (2007).
5. This does not include force majeur. See also Chao (1996), 83–86; Jacobsson (1994), 380.
6. Art. 12(2) reads: ‘2. The Assembly shall decide the total amount of contributions to be levied. 

On the basis of that decision, the Director shall, in respect of each Contracting State, calculate 
for each person referred to in Article 10 the amount of his annual contribution: (a) in so far as 
the contribution is for the satisfaction of payments referred to in paragraph 1(i)(a) and (b) on 
the basis of a fixed sum for each ton of contributing oil received in the relevant State by such 
persons during the preceding calendar year; and (b) in so far as the contribution is for the 
satisfaction of payments referred to in paragraph 1(i)(c) of this Article on the basis of a 
fixed sum for each ton of contributing oil received by such person during the calendar 
year preceding that in which the incident in question occurred, provided that State was a 
Party to this Convention at the date of the incident’.

7. In addition to these and other instruments developed by this agency, several other instru-
ments have been developed by the OECD Nuclear Energy Agency. See Borre (2007). The 
Vienna Convention on Civil Liability for Nuclear Damage and the Convention on Supplemen-
tary Compensation for Nuclear Damage were accessed via www-pub.iaea.org/MTCD/ 
Publications/PDF/P1768_web.pdf [last accessed 2 March 2023].

8. Definition from the AI Act agreed consolidated text as published by Laura Caroli via https:// 
media.licdn.com/dms/document/media/D4E1FAQF1e5-c80Uqgw/feedshare-document-pdf- 
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https://www.imo.org/en/About/Conventions/Pages/International-Convention-on-Civil-Liability-for-Oil-Pollution-Damage-(CLC).aspx#:~:text=International%20Convention%20on%20Civil%20Liability%20for%20Oil%20Pollution%20Damage%20(CLC),-Home%26text=The%20Civil%20Liability%20Convention%20was,casualties%20involving%20oil%2Dcarrying%20ships
https://www.imo.org/en/About/Conventions/Pages/International-Convention-on-Civil-Liability-for-Oil-Pollution-Damage-(CLC).aspx#:~:text=International%20Convention%20on%20Civil%20Liability%20for%20Oil%20Pollution%20Damage%20(CLC),-Home%26text=The%20Civil%20Liability%20Convention%20was,casualties%20involving%20oil%2Dcarrying%20ships
https://www.imo.org/en/About/Conventions/Pages/International-Convention-on-Civil-Liability-for-Oil-Pollution-Damage-(CLC).aspx#:~:text=International%20Convention%20on%20Civil%20Liability%20for%20Oil%20Pollution%20Damage%20(CLC),-Home%26text=The%20Civil%20Liability%20Convention%20was,casualties%20involving%20oil%2Dcarrying%20ships
https://www.imo.org/en/About/Conventions/Pages/International-Convention-on-Civil-Liability-for-Oil-Pollution-Damage-(CLC).aspx#:~:text=International%20Convention%20on%20Civil%20Liability%20for%20Oil%20Pollution%20Damage%20(CLC),-Home%26text=The%20Civil%20Liability%20Convention%20was,casualties%20involving%20oil%2Dcarrying%20ships
http://www-pub.iaea.org/MTCD/Publications/PDF/P1768_web.pdf
http://www-pub.iaea.org/MTCD/Publications/PDF/P1768_web.pdf
https://media.licdn.com/dms/document/media/D4E1FAQF1e5-c80Uqgw/feedshare-document-pdf-analyzed/0/1705928091363?e=1706745600%26v=beta%26t=6wj777Qfhrd80BNZTTk4D5WOV3gO9ewQCMSud1BUxxI
https://media.licdn.com/dms/document/media/D4E1FAQF1e5-c80Uqgw/feedshare-document-pdf-analyzed/0/1705928091363?e=1706745600%26v=beta%26t=6wj777Qfhrd80BNZTTk4D5WOV3gO9ewQCMSud1BUxxI


analyzed/0/1705928091363?e=1706745600&v=beta&t=6wj777Qfhrd80BNZTTk4D5WOV3gO 
9ewQCMSud1BUxxI.

9. Citation from the AI Act agreed consolidated text as published by Laura Caroli via https:// 
media.licdn.com/dms/document/media/D4E1FAQF1e5-c80Uqgw/feedshare-document-pdf- 
analyzed/0/1705928091363?e=1706745600&v=beta&t=6wj777Qfhrd80BNZTTk4D5WOV3gO 
9ewQCMSud1BUxxI.

10. Annex III, AI Act agreed consolidated text as published by Laura Caroli via https://media.licdn.com/ 
dms/document/media/D4E1FAQF1e5-c80Uqgw/feedshare-document-pdf-analyzed/0/170592809 
1363?e=1706745600&v=beta&t=6wj777Qfhrd80BNZTTk4D5WOV3gO9ewQCMSud1BUxxI.

11. Definition from the AI Act agreed consolidated text as published by Laura Caroli via https:// 
media.licdn.com/dms/document/media/D4E1FAQF1e5-c80Uqgw/feedshare-document-pdf- 
analyzed/0/1705928091363?e=1706745600&v=beta&t=6wj777Qfhrd80BNZTTk4D5WOV3g 
O9ewQCMSud1BUxxI.
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