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EDITORIAL                                                  

Gaps in digital health policies: an insight into the current landscape

Introduction

Digital health (DH), defined as “the use of information and 
communications technologies in medicine and other health pro-
fessions to manage illnesses and health risks and to promote 
wellness”, has gained significant momentum due to its trans-
formative potential1. DH encompasses technologies such as 
remote sensing and wearables for real-time health monitoring, 
telemedicine for remote consultations, and data analytics for 
predictive modelling. The field also includes health behaviour 
modification techniques, bioinformatics, medical social media, 
digital health records, patient-physician portals, decision sup-
port systems, and advanced imaging technologies2.

Owing to the rapid expansion and diversification of DH 
technologies, comprehensive policies governing their use are 
crucial for ensuring safety, effectiveness, and equity. In this 
editorial, “safety” is interpreted predominantly from a legal 
standpoint, focusing on cyber threats and the legal implica-
tions of medical errors, rather than clinical safety. Health poli-
cies refer to the plans, decisions, and actions undertaken to 
achieve specific healthcare goals within a society, emphasiz-
ing the allocation and utilization of resources to improve 
health outcomes and accessibility3. In contrast, regulatory 
frameworks primarily pertain to the legal controls placed on 
digital health technologies to ensure safety, efficacy, and 
equitable access, encompassing issues of certification, reim-
bursement decisions, and access policies3.

Drawing on the work of Greenhalgh et al. policies play a 
pivotal role in transitioning successful pilot projects to main-
stream services. They help in identifying and addressing 
potential drivers or roadblocks at the policy level to prevent 
nonadoption or abandonment of services4. This perspective 
aligns with literature that underscores the importance of 
practical guidance for health system modernization, includ-
ing funding reform and organizational changes in services5.

Given the significant role that policies play in shaping the 
DH landscape, an in-depth evaluation of existing policies, their 
efficacy, and any existing gaps is critical. Understanding these 
aspects is essential for identifying opportunities for improve-
ment and ensuring that implemented technologies maximize 
public health benefits while mitigating risks. This editorial aims 
to identify gaps and opportunities within existing DH policies, 
focusing on their impact on healthcare outcomes and equity.

Discussion

Gaps in digital health policies and regulations

The gaps in digital health policies and regulations are multi- 
faceted, affecting the efficacy and sustainability of healthcare 
services (Table 1).

Regulatory lag

Regulatory lag, which describes a situation where the pace of 
technological advancement outstrips the rate of policy formu-
lation. For examples, in India, the Telemedicine Practice 
Guidelines were only introduced in 2020, despite the wide-
spread use of telemedicine services for over a decade, leading 
to various quality issues6,7. In the U.S., the Food and Drug 
Administration (FDA) has been criticized for its slow response 
to regulating mobile health applications8. During the recent 
COVID-19 pandemic, many countries, particularly those with 
low to middle incomes, have introduced telemedicine services. 
These services include online consultations, home delivery of 
medications, and remote prescription refills, often without the 
presence of national guidelines for telemedicine practice9. The 
absence of timely regulations affects the quality and safety of 
digital health applications. Many of these technologies operate 
in a "regulatory vacuum," where the lack of oversight can lead 
to ethical dilemmas, misuse, and even harm to patients. For 
healthcare providers, this creates a precarious situation where 
the adoption of new technologies comes with significant risk.

Data privacy

The concerns regarding data privacy have become increasingly 
prominent10. The World Health Organization has highlighted 
the substantial rise in health data collection, driven by the 
advent of wearable technologies, mobile health apps, and other 
digital platforms11. This proliferation of data sources has made 
the issue of data protection increasingly complex and urgent.

Globally, data privacy laws in digital health present a varied 
patchwork, each with its own degree of comprehensiveness and 
effectiveness10. The European Union’s General Data Protection 
Regulation (GDPR) is widely recognized as the industry standard; 
however, it has limitations in geographical coverage and adapt-
ability to emerging technologies like blockchain and AI12. The 
Health Insurance Portability and Accountability Act (HIPAA) in 
the U.S., while comprehensive, has been criticized for its com-
plexity and for not covering newer digital health technologies, 
thus leaving a regulatory gap13. Canada’s Personal Information 
Protection and Electronic Documents Act (PIPEDA) is praised for 
its flexibility but, like HIPAA, struggles to keep pace with rapidly 
evolving digital health technologies14. China’s recently enacted 
Personal Information Protection Law (PIPL) and Brazil’s General 
Data Protection Law (LGPD), both inspired by GDPR, show 
promise but face challenges in implementation, particularly in 
safeguarding large volumes of health data and ensuring compli-
ance in sensitive sectors like healthcare14.
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Safety

Safety issues in digital health extend beyond data privacy 
and regulatory lag, directly impacting patient health. 
Generally, these concerns can be categorized into two main 
areas: data security and medical errors.

Existing regulations like HIPAA often prove inadequate in 
addressing evolving cyber threats. For instance, a recent data 
breach at Ascension’s Texas hospitals potentially compro-
mised the data of more than 18,000 patients15.

Another critical safety concern is the risk of medical errors aris-
ing from software glitches or incorrect data input in various digital 
health systems like electronic prescribing systems or digital health 
records (DHRs). A study found that 34% of medication events in 
two U.S. intensive care units were related to DHRs. Medical errors 
related to electronic systems not only carried a greater risk of 
causing significant harm to patients but were also more com-
monly observed during the stage of medication ordering, as 
opposed to events not linked to electronic health records16

Transparency

Transparency remains a significant challenge in digital health, 
particularly in the areas of data ownership, algorithmic bias, 
and informed consent. Current regulations like HIPAA provide 
some guidance but fall short of fully elucidating the complex-
ities of data ownership, especially when third-party tech compa-
nies are involved. For example, Google’s Project Nightingale 
collected health data from millions of Americans in 2019 with-
out explicit consent, sparking debates about data ownership17.

Additionally, concerns exist about the lack of transparency 
in healthcare algorithms. A study showed that these algo-
rithms were less likely to refer Black patients to specialized 
care programs, highlighting systemic biases10

As AI applications in imaging, diagnostics, and surgery 
become more prevalent, they introduce new challenges to the 
traditional patient-clinician relationship10. Questions arise about 
the extent to which clinicians should disclose information about 
the AI systems they use. This is particularly relevant for "black- 
box" algorithms like Corti’s emergency dispatch system, which 
are not fully understood even by their developers18.

Moreover, AI health apps and chatbots, increasingly used 
for services ranging from diet advice to medication 

adherence, add another layer of complexity to the informed 
consent landscape19. These apps often feature user agree-
ments that most people neither fully read nor understand, 
raising ethical questions about what an ethically responsible 
user agreement should entail and how it should align with 
traditional informed consent documents.

Economic implications

The financial risks of failing to address these regulatory gaps 
are extremely high. They jeopardize not only patient safety 
and ethical standards but also the economic viability of 
healthcare providers and the industry as a whole. The poten-
tial costs associated with legal actions, fines, and reputational 
damage underscore the urgent need for comprehensive, 
adaptable policies that can keep pace with technological 
advancements in digital health.

Regulatory lag can lead to expensive legal battles and settle-
ments if patients are harmed by unregulated or inadequately 
regulated technologies. Such legal costs can be financially crip-
pling for healthcare providers, leading to increased insurance 
premiums and higher costs for healthcare services. A lack of 
trust in digital solutions due to these regulatory shortcomings 
could also slow adoption rates, pushing healthcare systems to 
revert to more costly traditional methods.

Data privacy concerns carry their own financial consequences. 
Breaches can result in substantial fines for healthcare providers, 
in addition to the costs incurred for damage control, such as 
public relations efforts and technological upgrades to prevent 
future incidents. Moreover, inconsistencies in privacy laws across 
countries can hinder global research collaborations, potentially 
delaying the development of cost-effective treatments.

Safety lapses, including data breaches and medical errors, 
can have catastrophic financial repercussions for healthcare 
providers. Beyond the immediate costs of remediation, pro-
viders may face multimillion-dollar lawsuits and legal fees. 
Such incidents can also damage a provider’s reputation, 
affecting their business for years to come.

Transparency issues introduce another layer of financial 
complexity. The use of "black-box" algorithms in healthcare 
could lead to incorrect diagnoses or treatment plans, putting 
patient health at risk and exposing providers to malpractice 

Table 1. Gaps in digital health (DH) regulations.
Gaps in DH regulations Context Implications

Regulatory Lag Slow policy formulation Reduced quality and safety of healthcare services
absence of guidelines for new technologies like telemedicine Ethical dilemmas

Misuse of technology
Increased risk for healthcare providers
Potential for costly legal battles

Data privacy Inadequate laws Reduced public trust
geographical limitations of existing laws Hindrance to international research collaborations

Potential for steep fines for healthcare providers
Additional costs for damage control

Safety Data security Immediate and severe consequences for patient health
Medical errors Financial burdens due to potential lawsuits

Reputational damage to healthcare providers.
Transparency Data ownership Biases

Algorithmic bias, Legal challenges related to user agreements
Informed consent Potential malpractice claims for incorrect diagnoses or treatment plans.

Undermining of informed consent
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claims. Unclear user agreements for AI health apps and chat-
bots could also result in legal challenges, particularly if users 
believe their consent was not properly obtained.

Conclusion

The rapid emergence of digital health technologies offers both 
transformative opportunities and daunting challenges. Gaps in 
regulations related to data privacy, safety, and transparency pose 
serious threats to patient outcomes, ethical standards, and eco-
nomic stability. These threats can manifest as potential legal bat-
tles, fines, and reputational damage to healthcare providers, as 
well as slow the adoption of new technologies. Given the urgency 
of these issues, it becomes increasingly essential to develop com-
prehensive, adaptable policies that can keep pace with the rapid 
changes occurring in the digital health technology landscape.
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